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Abstract—Natural Language Processing (NLP) deals with 

the development of methodologies capable of interacting with 

computer through human language. NLP improves machine’s 

comprehension of human language, allowing for human-

computer communication based on linguistics. Recent years 

have seen phenomenal success of NLP models in language and 

grammatical tasks such as information extraction, translation, 

classification and reasoning. This accomplishment is mainly 

due to the influence of transformers, which inspired design 

ideas such as BERT, SQuAD 2.0 and others. These large-scale 

models produced unique results, despite the higher 

computational cost. As a result, current NLP systems use 

transfer learning, pruning, knowledge filtration and 

quantization to accomplish reasonable performance. 

Furthermore, Information Retrievers (IR) are created to 

extract precise data files from large datasets, addressing the 

large data assertion made by language models. Major 

contribution of this study is to understand the application of 

deep learning methods in NLP for automated question 

answering and obtaining a comprehension of essay text. 

Context-based NLP issues that are presented along with 

existing solutions. The challenges of using NLP in 

comprehension are examined, as well as research community 

methods for extracting answers from paragraphs. Further 

direction of this research is to develop novel deep learning 

models for QA and text comprehension that can overcome the 

demerits of existing approaches. 

Keywords—deep learning, text comprehension, artificial 

intelligence, question answering, natural language processing. 

I. INTRODUCTION  

Natural Language Processing (NLP) specialises in 
intricate, sophisticated, and difficult language-related tasks 
such as summarization, question answering and translation. 
NLP is the construction and use of models, methods, and 
algorithms to address real-world issues with comprehending 
human language. Furthermore, NLP addresses practical 
issues such as extraction of appropriate facts from texts, text 
translation between languages, document summarization, 
automatic question answering, and document classification 
and clustering [1]. Question-Answering (QA) intends to 
provide precise natural language answers in reaction to the 
person's questions. When compared to a search engine, QA 
system directly produce the final answer rather than 
returning a set of hyperlinks QA systems providing greater 
user-friendliness and efficiency. Search engines such as 
Google or Bing, are integrating quality management 

methodologies into their search capabilities as they strive for 
greater intelligence.  

Search engines can now respond precisely to certain 
types of questions to these techniques. Machine Reading 
Comprehension (MRC) is the understanding of key concepts 
documented in a portion of text. The level of understanding 
is indicated by the quality of answer [2]. Hand-designed 
functionality models, such as end-to-end neural models 
showed substantial advancements in learning rich linguistic 
features as well as major performance gains in existing 
reading comprehension benchmarks. A general model for 
question answering is depicted in Fig. 1. 

 

Fig. 1. General model for question answering in NLP. 

Deep Learning (DL) can learn from large amounts of 
information to create complex operational illustrations. DL 
have made significant advances in voice, text and other 
sequence data. The Stanford QA Dataset (SQuAD) was 
curated and prepared by asking questions based on 
Wikipedia data. SQuAD 2.0 combines SQuAD1.1's 100,000 
questions of over fifty thousand unanswerable questions 
published combatively by crowd workers in order to appear 
answerable [3]. SQuAD2.0 performance evaluation is 
required in the DL model to identify questions without 
answer (out of the scope). 



The prevalent pattern Convolutional Neural Network 
(CNN) with an encoder and a decoder are used to build 
efficient NLP models. Bidirectional Encoder Representations 
from Transformers (BERT) models rely entirely on attention 
mechanisms, completely avoiding recurrence and 
convolutions. BERT is a pre-trained language visualising 
that retrieves deep bidirectional representations. It utilises bi-
directional Transformers, which implies that each and every 
word in each and every layer of the network considers both 
sides' context. BERT representations that have been pre-
trained can be fine-tuned to obtain world-class performance 
in a wide range of tasks. BERT computational model is 
depicted in Fig. 2. 

 
Fig. 2. BRET computational model. 

BERT uses masked language modelling during pre-
training to obtain a deep bidirectional representation. To 
understand the relationships between two sentences, a 
binarized next sentence prediction is used in the pre-training 
[4]. The supervised paradigm for training MRC models 
represents a promising step toward full Natural Language 
Understanding (NLU) systems. Hermenn et al. [5] proved a 
technique to evaluate how recurrent and attention-based 
neural networks can be used to model this task effectively. 
The attentive and impatient readers, according to this 
analysis, can distribute and incorporate semantic information 
over a long distance. A general model for MRC is depicted 
in Fig. 3. 

 
Fig. 3. General model for MRC in NLP. 

Transformers have the ability to develop relatively long 
dependence, confined by constant length perspective in 
language modelling. Language modelling is one of the 
critical problems that requires previous input values, for 
applications such as pre-training (unsupervised). Long Short-
Term Memory (LSTM) is considered to be a standardized 
solution for NLP, yielding remarkable outcomes on a variety 
of applications. The addition of controlling in LSTMs and 
the gradient clipping technique may not be enough to fully 
address this issue [6]. 

II. QUESTION ANSWERING MODELS 

QA can be considered as a highly granular form of 
Information Retrieval (IR). In this case, it is necessary to 
extract the needed information from a group of documents. A 
particular image, text or other data might contain the 
required content. Precise answers are pursued, which are 
usually inferred from available documents.  

This section focuses on the overview of QA systems and 
its advancement. QA system that adheres to pipelined 
architecture is depicted in Fig. 4. It is made up of three major 
parts such as “question analysis, document analysis, and 
answer analysis”. Modules are ordered so that the output of 
each module is the same. First module accepts NL questions 
as input and is responsible for completely analysing the 
question. It is advantageous to discover the relevant 
information and assists in classifying the question category 
in order to provide an appropriate answer. Cui et al. [7] 
represented each question-sentence pair by using a feature 
vector. Each type of question has its own classifier (location, 
date, etc.). Qui et al. [8] employed CNN to convert QA pairs 
as fixed length vectors. To compare the significance of a 
query and a response, they employed a non-linear tensor 
layer rather than distance metrics like cosine correlation. 

 
Fig. 4. Process of question answering format. 

After being inspired by DL findings, Kumar et al. [9] 
incorporated episodic memory into CNN. This model is 
composed of four modules that interact with one another and 
consider both the question and previous memory vector. 
Using final memory vector, the answer device produces an 
answer. Xiong et al. [10] proposed the Dynamic Co-attention 
Network (DCN) to resolve local maxima linked with wrong 
responses. It is viewed as one of the most successful 
approaches for answering questions. this network introduces 
the idea of recurrence to extract the hidden states from earlier 
segments rather than recalibrate the hidden layer for each 
new segment. In an effort to establish a recurring connection 
between them, the repeated hidden states act as memory for 
the present segment. Knowledge can be propagated through 
recurrent connections and simulating very long-term 
dependency becomes possible. DL model for QA is depicted 
in Fig. 5. 

 

Fig. 5. Deep learning-based QA model. 

Lee et al. [11] developed a supervised QA model in 
which the retriever and reader collaborate to optimise the 
relatively modest log-likelihood of answers that are correct. 
This QA model lacks efficient IR system. The retriever and 
reader elements were designed using BERT. Ahmed et al. 
[12] developed a QANN-based model for QA by retrieving a 
dataset. Ahmed developed an Arabic QA system that 



response to "how" and "why" inputs [13]. The F1 score for 
"how" type question is 56% and for "why" type question is 
64%. Abadani et al. [14] presented the Persian QA Dataset 
(ParSQuAD), a translation of the widely used SQuAD 2.0 
dataset depending upon whether it was checked either 
automatically or manually. As an outcome, the Persian QA 
training reserve was developed. Baseline models are trained 
with EM ratio of 52.73% and F1 score of 56.59%.  

Hettiarachchi et al. [15] presented a method for 
addressing the task objective by employing transformers. 
With an F1 score of 90.04% for the test set, this approach 
ranks 10

th
 overall in the final rankings. A sequence 

classification task is predicting if a particular quote is 
informative or not. Transformer models are represented by 
input and output sequences. A sequence can have one or two 
segments. Yen et al. [16] presented another DL-based QA 
system to categorises the questions and re-arrange sentences 
in the level of utilizing external sources and human-created 
knowledge. The accuracy of "auto-derived" word clusters 
reach 85.7%.  

Clarke et al. [17] presented TYDI QA, dataset that 
includes many QA pairs from different languages which are 
typologically dissimilar. Researchers presented quantitative 
as well as instant qualitative linguistic analysing of identified 
language occurrences not discovered in English. Gupta et al. 
[18] assessed the challenges of multi-domain, multi-lingual 
QA and developed benchmarking resources to create a 
baseline model. The query may be factual or perhaps briefly 
descriptive. Answers are divided into six coarse categories 
and 63 finer categories.  They created a DL model for 
categorising questions into finer and coarse classes based on 
the anticipated answer. To extract answers, similarity 
calculation and subsequent rating are employed. This 
question categorization model's accuracy is 90.12% for 
coarse classes and 81.14% for finer classes, respectively. 
Given either an English or Hindi natural language question Q 
(factoid or short descriptive), an answer A is returned from 
the comparable English and Hindi documents for the given 
question Q. The response should be given in the same 
language as the question Q.  

Lee et al. [19] explored the formation of Korean QA 
model using invariable SQuAD and a bootstrapped QA 
model. Because of translation errors, using only machine-
translated SQuAD as a naive approach for other languages 
results in limited performance.  Designers explore why such 
a method fails and encourage the creation of seed resources 
to allow such resources to be leveraged. This method yields 
71.49% accuracy on Korean QA by combining two 
resources. Jayakody et al. [20] investigated the feasibility of 
using bytes as input units in morphologically diverse 
languages. They included a seq-2-seq transformer and 4 
byte-level templates that depict the most typical kinds of 
machines trying to read models. They show that there are 
designs for reading bytes that outperform the current word-
level baseline for all languages taken into account. Liu et al. 
[21] created a new dataset XQA for OpenQA cross-linguistic 
research. They proposed two translation approaches along 
with multilingual BERT. The experimental findings 
demonstrate that the multilingual BERT model outperforms 
cross-lingual OpenQA in almost all languages, while English 
performs significantly worse. CoQA is a novel dataset 
proposed by Reddy et al. [22] for constructing 
conversational QA systems. This dataset contains questions 
and answers from text passage conversations from 7 different 
areas. The author thoroughly investigated the model and 
demonstrated F1 score of 64.9%.  

 Welby et al. [23] proposed a model that can learn, 
combine and search to perform multi-hop or multi-step, 
inference. They developed transformer based challenging 
models and identified that one can combine data from 
multiple documents. This model can choose relevant data; 
providing records that are assured to be relevant and 
significantly improves their performance. While the models 
outperform a number of strong baselines, their accuracy on 
an illustrated test set is 54.5%, compared to the human 
performance of 85.0%. Jha et al. [24] proposed QA system is 
an NLP task that is essential when trying to search for useful 
data on the internet or large documents. To assist NLP in a 
variety of languages, numerous language models have been 
created. The mBERT model is extensively used all over the 
world to deal with multiple languages datasets. Because of 
the dataset's availability, the research focus was on high 
resource languages like Hindi, English. The current research 
focuses on a QA system that employs Indic BERT. From the 
literatures referred, it is evident that deep learning models 
provides better accuracy and a comparison of QA models 
based on accuracy is depicted in Fig. 6. 

 

Fig. 6.  Comparison of QA models. 

III. COMPREHENSION MODELS 

MRC is the capability to comprehend text dynamically, 
process the text and understand through interface between 
the given paragraphs and corresponding questions. To 
comprehend text, the system should first recognise each 
word and determine its meaning. Then, it must combine this 
meaning with syntax knowledge to create meaningful 
sentences. Finally, it must incorporate all of the meaning 
from the sentences to create a text interpretation that 
expresses the text's state. By segmenting the MRC challenge 
into four parts, an illustration of comprehensive overview of 
MRC is provided in Fig. 7. The text part and the question 
section separate the comprehension text and the question. 
The processing section is the major part of an MRC System. 
It uses NLP and AI-based approaches to interpret text and 
provides replies in the answer area. 

 

Fig. 7. Process of comprehension. 



MRC can be studied as a set of four parts, as illustrated 
in Fig. 8. The components of MRC are the representation, 
encoder, attention, and response. The input section and 
query are transformed into word vectors by the 
representation component, sometimes referred to as the 
embedding layer, before being encoded by the encoder. The 
matching layer, often referred to as the attention 
transformer, is in charge of identifying the connection 
between a given passage and a query in order to provide a 
query-aware paragraph presentation. The system's attention 
mechanism uses the match layer [25]. The match layer 
serves as the attention mechanism, which calls for the 
system to pay attention to particular parts of the text in 
response to a given query. Using the query-aware 
representation of the entered passage, the answer component 
guesses the response to the input inquiry. 
 

 

Fig. 8. MRC architecture. 

Zhong et al. [26] introduced the transformer RNN 
network to handle the MRC task. In this model, BiGRU 
network and deep contextualized interpretation of words are 
utilized to reduce the consequences of improper word 
separation and mine sequential details from entire sentences. 
An innovative transformer component is employed to encode 
the extracted features with the given question functionalities. 
It actually results in dynamic question feature integrating that 
evolves over the course of reasoning steps. Theresa et al. 
[27] described a learning-based quality assurance system 
with feature extraction and optimization. First, only feature 
extraction from the text input using word to vector is 
allowed. The optimization algorithm is also used for the best 
feature selection. After optimizing feature, Adaptive RNN 
develops its ability to respond to questions.  This model 
adjusts the weight for received query, allowing it to learn 
some new questions in addition to trained data. In terms of 
memory, this mode performs well. 

The span-based MRC of QA consists of a question 
encoding module and a question-passage matching module 
that uses an attention mechanism to trace answers in the 
given paragraphs. Park et al. [28] proposed a modified model 
based on RNN to accelerate training and testing while 
maintaining the model's recurrency. The DCN model by 
Xiong et al. [29] merged interdependent depictions to 
address the issue of incorrect QA. The dynamic decoder then 
goes to the most likely answer sequences iteratively. DCN 
also employs the Highway Maxout Network (HMN) to 
compute with F1=80.4% and EM=71.2%. Reasoning 
Network (ReasoNet) was developed by Shen et al. [30], 
which utilizes repeated turns to investigate questions, 
passage, and answers for reasoning among them. The model 
was based on the brain inference process of reading, which 
entails reading the passage repeatedly while retaining the 
question in mind and focusing on various parts of the 

passage at each step of QA. This model yields EM of 76.1% 
and F1 of 83.2%. In the MRC system developed by Lee et al.    
[31], the response is chosen using a feature gated network 
(GF Net), which chooses linguistic features depending on 
their functions by instantly adjusting the weights of linguistic 
characteristics. The F1 is 85.52% and the EM is 77.87%. 

Devlin proposed BERT based model for pre-training text 
data by strengthening situations of each layer context [32]. 
Fine-tuning is needed depending on the task, such as QA and 
inference. This model provides EM of 86.9% and F1 = 
93.3%. According to Xu et al. [33], word position data is 
relevant in reading comprehension because it is a choice 
based on sentence structure and grammar. Here the attention 
mechanism is combined with position data and provided F1 
of 85.52% and EM of 77.87%. Liu et al. [34] combined 
CNN with BI-GRU for character and word representation. 
The matching between the question and passage is carried 
out using a tri-linear function, and the embedding is encoded 
using Bi-GRU, followed by encoder blocks that add a 
convolutional layer. The response sequence is predicted 
using softmax in a model encoder, which is once more a 
stack of encoder blocks. To lessen the impact of inaccurate 
word segmentation and sequentially acquired phrase 
information for response prediction and BiGRU are applied. 
Guo et al. [35] proposed MATC net to introduce the new bi-
directional method of embedding words using transfer 
learning, as well as a combination of CNN and Bi-LSTM 
models for encoding various levels for data capture with 
F1=85.0% and EM=77.6.  

Marujo et al. [36]. suggested the implementation of 
numerous phases with BIDAF network, which includes 
representation of the context passage at various granularity 
levels and the use of this method to obtain question aware 
frame of reference representation without first reviewing 
(summarizing) the context passage. Respond to complicated 
questions by deciding a significant component of the passage 
EM=81.2% and F1=73.4%. Yu et al. [37] proposed the 
QANet model, which is an RNN-free model that relies solely 
on CNN which defines words both globally and locally. The 
model is made up of individual convolutions, an attention 
mechanism, linear layers, and a normalization layer. With a 
3x to 13x increase in training speed and a 4x to 9x increase 
in inference speed, EM =76.2% and F1 =84.6%. 

Pan et al. [38] proposed syntactic and semantic 
embedding of words. A full orientation memory network was 
utilized for collecting important information. TriviaQA: 
EM=53.27% F1=57.64%, SQuAD: EM=75.37% 
F1=82.66%. Dhingra et al. [39] created the model primarily 
for text comprehension and iterative manner navigates the 
paragraph across various types of questions. Wang et al. [40] 
developed end-to-end architecture for predicting variable-
length answers in passages by identifying answer boundaries. 
The MPCM model predicts answer boundaries by 
standardizing the probabilistic model globally throughout the 
whole passage, and answer identification is determined by 
matching each token in the paragraph with various sorts of 
questions. F1 value obtained is 75.1% and EM is 65.5%. Yin 
et al. [41] estimated words on the basis of syntax. They 
guessed the word with low frequency of occurrence which 
are assigned with higher value of semantic. The question was 
addressed using both local and global data. The term 
"Goldilocks" refers to the use of memory networks and 
windows to obtain context information. CNN's quality 
assurance accuracy is 69.4%. The accuracy of CBT NE is 
66.6%, while CBT CN accuracy is 63.0%. 



Hermann et al. [42] introduced recurrent along with 
attention for the effectiveness of MRC. The LSTM model is 
more accurate in forecasting the verb and preposition 
because it uses local knowledge to respond to the question. 
This model’s accuracy is 61.8%. Trischler et al. [43] used the 
extract and reason principle, extracting candidate answers 
and forming hypotheses with them, then testing the 
hypothesis correctness using textual entailment to arrange the 
answers. Wang et al. [44] used neural architecture based on 
LSTM for efficient MRC. In query aware representation 
passages, the match LSTM is used for textual messages, and 
the pointer networks are used for generating answers. Longer 
responses were harder to predict using a boundary pointer 
network, it has a 64.1% EM score and a 73.9% F1 score in 
development. Yu et al. [45] presented a novel CNN that 
combines dynamic candidate answer generation as well as 
improvement of paragraph representation using a novel 
question attention scheme. Moreover, implementation of 
features that improve the attention mechanism improve 
chunk ranking [46]. The EM is 62.5%, while the F1 is 72% 
and accuracy is 80%. Comparison of EM score and F1 score 
for comprehension models is depicted in Fig. 9. The 
accuracy comparison of comprehension models is provided 
in Fig. 10. 

 
Fig. 9. F1 score and EM score comparison for comprehension. 

 
Fig. 10. Accuracy of ccomprehension models. 

IV. DISCUSSION 

This study examines the development of reading 
comprehension and QA techniques [47]. Traditional NLP 
methods were used first, followed by contextualised sentence 
or word embeddings with using ELMo [48]. We then moved 
on to more recent study fields after looking at the attention 
models, transformers and BERT. The main issue may be 
summed up simply as being able to estimate the following 
word, phrase, sentences, or paragraphs. For algorithms to 
approach the levels of comprehension exhibited by the 
human mind, much more energy must be put into research 

and development [49]. YES/NO QA is another challenging 
class of issue that requires integrating all the concepts we 
have covered. It will be necessary to incorporate research in 
conceptual technologies and cognitive interaction.  In this 
study, it can be noticed that maximum accuracy reaches 
90.12% in question answering. Maximum value of F1 score 
is 93.2% and EM score is 87.4% for comprehension 
summary. Maximum accuracy provided by the 
comprehension model is 80%. There is a necessity for further 
improvement in performance parameters of QA and 
comprehension models [50]. This can be achieved by 
incorporating advanced deep learning models for QA and 
comprehension. 

V. CONCLSION 

In this work, the development of QA and MRC using DL 
algorithms is explored. In order to introduce numerous NLP 
basic concepts, elements, and applicability, we supplied a 
categorized perspective. We also emphasized the most 
important research efforts in each connected categorization. 
Two of the research fields that are advancing quickly are DL 
and NLP. It is envisaged that more efficient models would 
soon replace the previous tactics as a result of this quick 
improvement. Before exploring contemporary study fields, 
this study started with traditional NLP approaches and 
advanced to contextualized phrase embeddings, attention 
mechanism, transformer models and BERT. The main issue 
is predicting the subsequent word, sentence, phrase, or 
paragraph. It will take a lot more drive to grow and invest in 
research before computers can comprehend at anything close 
to the levels displayed by the human intellect. Similar to how 
answering indirect inquiries is a challenging class of issues 
that calls for us to integrate all the material that have been 
learned. Future scope of this study is to develop novel deep 
learning models for QA and text comprehension that can 
overcome the demerits of existing approaches. 
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